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Abstract

We present a novel Recoverable Order-Preserving Embedding (ROPE) of natural language. ROPE
maps natural language passages from sparse concatenated one-hot representations to distributed
vector representations of predetermined fixed length. We use Euclidean distance to return search
results that are both grammatically and semantically similar. ROPE is based on a series of random
projections of distributed word embeddings. We show that our technique typically forms a dictionary
with sufficient incoherence such that sparse recovery of the original text is possible. We then show
how our embedding allows for efficient and meaningful natural search and retrieval on Microsoft’s
COCO dataset and the IMDB Movie Review dataset.

1 Introduction

Distributed text representations have received significant attention lately [1, 2]. Representations such as word2vec [1]
and GLoVE [2] encode words in high dimensional vector spaces where relative spatial proximity and geometry encode
significant syntactic and semantic information. These embeddings in turn enable powerful order-sensitive natural
language processing (NLP) algorithms, and have been applied with success in fields such as sentiment analysis [3],
sentence completion [4] and language and caption synthesis [5, 6].

Much recent NLP research using distributed word representations ingests a series of word vectors directly [7, 8, 9].
This typically requires setting the number of words seen by the model a priori, a choice that can have important
effects on the behavior of the model. We propose an alternative approach to language understanding and sentence-
level feature extraction that relies on tools and concepts developed for compressive sensing (CS) and sparse recovery.
Our approach, which we call ROPE for Recoverable Order-Preserving Embedding, has several advantages

1. Sentences of arbitrary lengths (up to a preset-maximum) are encoded into a fixed feature size.
2. The Euclidean metric in the distributed representation space preserves semantic meaning. Sentences that

have similar meaning and structure are close to each other in the L2-norm. This makes it possible to search
for similar semantic meaning across variable length sentences.

3. Given a set of learned word vectors Encoding sentences via ROPE is highly efficient, requires no parameters
to learn, and can be parallelized readily.

4. Text can be recovered/synthesized from the embeddings via well known sparse recovery techniques by taking
a dense vector in RN to a high dimensional sparse vector denoting non-zero dictionary entries.

5. Embedding text via ROPE has extremely low computation overhead, allowing for on-the-fly creation of
passage-length feature vectors.

The primary application of ROPE is as a semantically meaningful feature extraction tool for text. This potentially
allows variable-length text passages embedded with their word-ordering by ROPE to be ingested by a wide variety of
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model architectures that were previously unavailable to NLP researchers such as convolutional neural networks, linear
and kernel based classifiers, and clustering algorithms.

An outline for this paper is as follows. First we describe the compressive sensing (CS) and demonstrate how CS can be
employed for sparse recovery of text. We next show that distributed embeddings, specifically the vectors learned by the
popular word2vec, also yield meaningful and recoverable basis. These results are extended to give Recoverable Order
Preserving Embeddings (ROPE). Results for ROPE are shown that demonstrate its efficacy for document retrieval
using the Microsoft COCO dataset [10]. We conclude by discussing challenges and future work.

2 A Brief Review of Compressive Sensing

Compressive sensing concerns the recovery of a sparse vector given a real valued observation vector and an appropri-
ately designed sensing matrix. Consider a real valued signal X ∈ RD. Any signal in DV can be represented by a basis
Ψ consisting of RD vectors. The signal X is K-sparse is it can be represented by a subset of K columns of Ψ. Let
S ∈ RV denote the weighting coefficients such that

X = ΨTS, (1)
where S has K non-zero elements. Further, let Φ ∈ RP×D denote a fixed measurement matrix. Then the compressive
measurement Y ∈ RR is

Y = ΦX = ΦΨTS = ΘS (2)
where Θ = ΦΨT is an R × V matrix. The basis Ψ need not be orthogonal, and in fact can be highly overcomplete
[11], a fact we will exploit in this work. We construct the sensing matrix Φ by sampling its elements from N(0, 1/R);
with overwhelming probability this construction insures that the matrix Θ satisfies the restricted isometry property
(RIP),

(1− δK)||S||2 ≤ ||ΘS||2 ≤ (1− δK)||S||2 (3)
for δK ∈ (0, 1) [12, 11]. Given Y and an RIP-satisfying Θ, the sparse vector S can be recovered exactly [12],

typically with either an L1 regularized recovery or a greedy matching pursuit type algorithm. More recent work has
shown Bayesian methods also work well.

3 Sparse Recovery of Unordered Text

We begin by discussing a simple example of unordered text recovery. Consider a large vocabulary of V words, and let
S be aK-sparse V -dimensional vector of word frequencies. If S encodes a short passage (for example a sentence) then
S will naturally be sparse. By observing the compressed measurement Y = ΦS and the RIP-satisfying measurement
matrix Φ, we can perform CS inversion [13] to recover S with low error without knowing the value or position of the
non-zero elements a priori. Any CS inversion algorithm can be used to recover the original signal. We choose to use
the Variational Bayes Relevance Vector Machine (VB-RVM) as detailed in [14] for all inversions demonstrated in this
paper.

In Figure 1 we show the process of recovering the phrase “closeup of bins of food that include broccoli and bread”. The
elements of the RIP-satisfying matrix (shown in Figure 1(b)) are sampled i.i.d. from a zero-mean Gaussian distribution.
As these are demonstrations, for computational speed we culled 90% of the dictionary, resulting in approximately
V = 850 unique tokens (and their corresponding vectors) being considered in the projection and recovery. Following
[15], we set N = 100 > Klog(V ) with K = 10 resulting in a 100-dimensional measurement (Figure 1(a)).

That the original sparse signal (encoding text or otherwise) can be recovered with high fidelity via a RIP-satisfying
random projection is well known. However, suppose we train a set of D dimensional distributed word representation
on a corpus containing V unique words. LetB be aD×V dimensional matrix whose columns are the individual word
vectors. A surprising result is that if we simply use the B as the sensing matrix instead of the RIP-satisfying matrix
A, we can still recover S with no apparent degradation in performance. We show this in Figure 2 with D = N = 100.
Here the only difference to the preceding case is that a semantic text embedding is trained beforehand to learn the
structure shown in Figure 2(b). Note that significantly more structure is present in the semantic projections of 2(b)
than in the random matrix of 1(b).

An advantage of of using the distributed word vectors over the RIP satisfying embedding is that semantic information
is included in the sentence embedding via the distributed representation, thus the sentences “a dog ran across a park”
and “a puppy ran across a park” will be proximate to one another due to the semantic closeness of “puppy” and “dog”.
We believe that the ability to recover the sparse signal from the highly structured semantic embeddings is due to the
fact that, while B does not necessarily satisfy RIP, its columns exhibit sufficient incoherence such that they satisfy the
relaxed recovery conditions of [16].
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(a) (b) (c) (d)

Figure 1: Sparse recovery of unordered text via a RIP satisfying embedding. (a) Observed measurement. (b) RIP
satisfying matrix. (c) and (d) show VB-RVM recovery at 10 and 100 iterations, respectively.

(a) (b) (c) (d)

Figure 2: Sparse recovery of unordered text via word2vec vectors. (a) Observed measurement. (b) The word2vec
vectors (columns). (c) and (d) show VB-RVM recovery at 10 and 100 iterations, respectively.

4 Recoverable Order-Preserving Embedding (ROPE)

Based on the previous section, ordered recovery of text requires only minor changes to our embedding algorithm. In
this section, we will redefine the sparse representation S and the measurement matrix A.

Instead of a word frequency vector encoding all the words in a string, suppose we encode each word by a one-hot
V -dimensional vector. We will consider up to K consecutive words. These one-hot vectors are concatenated in the
order the words appear into an M -dimensional K-sparse vector, where M = KV . K is chosen to be the maximum
length text passage we expect to encounter. Typical sentences will be shorter, and thus have sparsity less than K.

To construct the projection matrix Θ ∈ RN×KV , we first construct the sparse basis Ψ by loading word embeddings
B onto its main diagonal with zeros elsewhere. Thus, Ψ is a kD × kV block diagonal matrix. The RIP-satisfying
sensing matrix Φ has dimensionality R× kD and has elements sampled from N(0, 1/R)

This construction allows for the usage of a word at different word positions to be identified. Each copy of the word
embeddings are completely incoherent with the other copies due to the block diagonal structure. Within each copy of
the word embeddings, there is significant redundancy, as the typical number of words V is significantly larger than the
word embedding dimensionality D. Happily, the properties of RIP-satisfying matrices extends to this exact situation
[11], and the general geometry of the semantic space, encoding the rich relationships among concepts is preserved.

Below in Figure 3 we show an example of ordered recovery. We set N = 500, D = 100, and consider an embedding
of up to 15 words, resulting in a sensing matrix consisting of 15 randomly projected copies of the word2vec vectors
with M = 15V .

The projection matrix Θ is shown in Figure 3(b). We show the recovered sentence in Figure 3(c) where again the
vertical lines denote the repeated dictionaries. Note that within each dictionary, only one word has a non-zero value.

5 Results

5.1 Caption Retrieval via ROPE

Recently, Microsoft released the Common Objects in COntext dataset (COCO) [10] dataset, comprising over 300, 000
images. Each image is partially segmented, with labels for the segments. 80 unique labels are considered. Additionally,
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Figure 3: Sparse recovery of ordered text via word2vec vectors. (a) Observed measurement. (b) Measurement matrix
constructed by randomly projecting copies (denoted by vertical lines) of the word2vec vectors via RIP satisfying
matrices. (c) The recovered sentence.

each image is associated with 5 full English captions. For our experiments, we used the 80, 000 image training set
from the COCO 2014 release and the 40, 000 image validation set as our out-of-set testing dataset.

We demonstrate two different caption retrieval methods via ROPE on the MS COCO dataset. In the first demonstra-
tion, we show results using previously unseen out-of-set examples from the validation set as queries. In the second
demonstration, we show qualitative results using previously unseen user generated (arbitrary) text as queries. In both
cases, results are ranked by L2 distance in the embedded space. Note that we show the images associated with the
retrieved captions for illustrative purposes only, and image feature vectors are not considered in our search results. For
the COCO examples, we used embeddings capable of considering up to 50 word long passages in order to cover the
longest caption in the COCO training set.

5.2 Querying with user-generated out-of-set captions

Given a query of length K, the distributed representations B, and the random projection matrices Rk, ROPE maps the
query into its embedding space as

Vquery =

K∑
k=1

RKBck (4)

where ck denotes the dictionary position of the kth word in the query and Bc is the cth column of B.

Below in Figure 4 we show several examples of searches using user-created queries. For each query, we show the
5 closest captions and their associated images. These results demonstrate that while ROPE is not a language model,
the ordered-preserving embedding space it generates is quite rich in an NLP sense. For example, in Figure 4(a) the
query includes a passage “runs across a park” that does not appear as a previously observed phrase in the training set;
however, the embeddings are still able to strongly capture the concept of a dog catching a frisbee. In Figure 4(b), the
query “a man hits a baseball” does not return any matches with the word “hit”; instead the search returns results with
“swinging a bat”. In Figure 4(c) the embedding is able to discern a the word “some”denotes a plurality, and responds
with pictures of mutliple zebras. The error made (by the inclusion of giraffes) in 4(c) can be explained by the semantic
similarity of giraffes and zebras in the semantic space.

Notably, the results and queries all differ in length, and many differ in linguistic structure. This shows that, given
sufficient data to create the embedding space, ROPE captures significant semantic and syntactic information. While
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Query: a man hits a baseball
Answer 1: A man swinging a bat towards a baseball.
Answer 2: A man swinging a bat towards a baseball.
Answer 3: A boy swings a bat at a pinata.
Answer 4: A man swinging a bat at a baseball.
Answer 5: A man pitches a ball to the a batter
Answer 6: A man swinging a bat towards a ball.

(b)

1

200 400 600

100

200

300

2

200 400 600

100

200

300

400

3

100 200 300 400 500

100

200

300

4

100 200 300

100

200

300

400

500

5

100 200 300 400 500

100

200

300

6

200 400 600

100

200

300

400

Query: some zebras standing in a field
Answer 1: Three zebras standing in a field of grass.
Answer 2: Several zebras grazing in a lush green meadowland.
Answer 3: Two zebras standing in a fenced zoo enclosure.
Answer 4: Two giraffes standing in a grassy enclosure.
Answer 5: Two zebras running in a field past brush
Answer 6: two zebras standing in a grassy field grazing

(c)

Figure 4: Sample user generated query results.

ROPE does not allow a machine to understand a sentence per se, it does create a vector space where abstract concepts
(encoded in structured passages of words) can be compared to one another in an intuitive and straightforward manner.

5.3 Querying with validation out-of-set captions

We use the captions and labels from Microsoft COCO 2014 validation dataset as a test set. The test set contains
200, 819 captions, each with several labels corresponding to segments in its associated image. For this experiment, we
treated the segment labels as ground truth.

For each test caption, we retrieved the 50 closest matches in the embedded space, and computed the Top-N , N = 50,
precision and recall scores for two different matching criteria: Single Match - a “success’ if the returned result shares
at least 1 label with the query labels; and Half Match - a “success” if the returned result matches at least half of the
query image’s labels. In the case of an odd-numbered query labels, we use the next largest integer. For queries with
single labels, the match is all-or-nothing. Below in Figure 5 we show the mean Top-N precision scores for ROPE as
well as the random baseline.

As expected, the Single Match criteria results in improved precision but significantly reduced recall compared to the
more strict Half Match criteria. The random baseline recorded precision scores near 0.1%.

6 Results on IMDB Movie Review Dataset

The IMDB Movie Review dataset is a collection of 25,000 movie reviews, of which 12,500 are positive and 12,500
are negative [17]. Each review is partitioned by its sentences and then each sentence is embedded via ROPE. There are
approximately 600k sentences in total and the sentence variance in structure and length is much greater than that of the
Microsoft COCO 2014 dataset. A sentence is chosen at random and a query is performed to find its closest neighbors.
The performance of ROPE for semantic search and retrieval on the IMDB dataset is mixed. There are examples of
ROPE successfully returning semantically meaningful results.
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Query: “This is one of the most beautiful and refreshing films that I have seen in some time.”

The top-4 returned sentences are:

1. This is one of the most important and powerful films I have seen in quite some time.

2. This is one of the most brilliant movies that I have seen in recent times.

3. This is one of the most life-affirming films that I have ever seen.

4. It is one of the most beautiful documentaries that I have ever seen and one of the most spiritual.

Query: “She and Dalton have wonderful chemistry and their scenes together are pure delight.”

The top-4 returned sentences are:

1. She and Matthau have great, unforced chemistry in their scenes together.

2. Cagney and Blondell have excellent chemistry and their scenes go off really well.

3. I love seeing Harlow and Gable together and in this film they are simply wonderful.

4. Channing and Amanda have amazing chemistry and were absolutely wonderful together.

The are synonyms in the returned results that would be missed if with a standard key-word search. There are examples
of ROPE failing to return meaningful results too.

Query: “And his mother...how the hell does she figure something like that out?”

The top-3 returned sentences are:

1. But Fontaine is one of those gals who has eyes only for money, and the man standing between her and it is
transparent, so that she doesn’t even notice or care what he looks like, she looks through him and sees what
she really wants and goes for it.

2. Even that death was stupid because the statues tooth went through his mouth and hangs there like that will
support it and there is a scene when a goth girl loses her contacts doesn’t find them, and seems like she doesn’t
need the.

3. And if you still can’t figure out which one he is, here’s a hint: The auteur and his character have the same
middle name.
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The sentences in the above example are long and complex. While it is clear how their sentence embeddings are formed,
it is not clear why these sentences would be semantically close to our query. We have numerous examples of ROPE
exhibiting this sort of behavior on long, complex sentences.

7 Computational Aspects of ROPE

The computational steps for performing searching and retrieval with ROPE are as follows:

1. A word embedding is created for the corpus using word2vec or GLoVe.

2. The corpus is tokenized by at the sentence level.

3. Each sentence is embedded using the above word embedding.

4. The search query is embedded using the same projections matrices as were used for the sentences above.

5. The Euclidean distance is computed between between the embedded query and all of the embedded sentences.

6. The k-closest sentences are returned.

The most time consuming component above is step 3, embedding the sentences. Computationally, this is a trivial task
in which a sequence of vectors are added; however, the large number of sentences in the corpus translate into long
run-times. For example, embedding the 600k IMDB movie review sentences on a single node of our Surface cluster
required approximately 5 hours. Once the embedding is done, then it can be saved and queried against repeatedly. In
this sense, the sentence embedding step of ROPE is analogous to the indexing step for key-word search algorithms.
In order to do key-word search on a corpus, the corpus must first go through the time consuming process of being
indexed. Second, the sentence embedding step of ROPE is parallelizable. The embedding for each sentence can
be independently. Preliminary tests with parallel codes have shown that the embedding step scales linearly with the
number of processors.

8 ROPE vs Key-word Search

The main competitor for search and retrieval with ROPE is key-word search. In key-word search, a look-up is per-
formed for each word in the query using the index for the corpus. This look-up returns a set of documents that use
the query word. A set is created for each word in the query. If an and search is performed, e.g. dog + bone, then
the intersection of these returned document sets is computed and each document therein is scored. For example, the
documents that contain the word “dog” are in one set and the documents that contain the word “bone” are in another.
These two sets are then intersected. If an or search is performed then the union of these two is taken.

The benefits of key-word search are:

• Numerous tools for indexing and querying datasets

• Returned results are easily interpreted and very well understood

The cons of key-word search are:

• It does not use word embeddings so there is no notion of words being semantically close. A search for dog
will not return results that contain the word puppy in-lieu of dog. This rules out synonym searches too. This
in contrast to ROPE.

• There is no structure for the query. With key-word search, the order and the relationship between the query
words is irrelevant. In contrast, ROPE specifically embeds sentences in a manner that captures word position
information.

Overall, ROPE and key-word search can be seen as complimentary algorithms. There are cases in which key-word
search will fail but ROPE will succeed because it uses a word embedding that captures semantic meaning. Similarly,
there are examples of long sentences in which ROPE returns poor results that are hard to interpret yet key-word search
gives good results that are understood. The complimentary nature of ROPE and key-word search gives reason for
using both techniques in tandem.

7



9 Metrics

There is a large question and answer dataset that is used to test how well a word embedding performs on analogies.
For example, a word embedding’s performance on semantic analogies can be tested by asking questions like “man is
to king as woman is to what?.” Similarly, syntactic questions can be a tested by asking questions such as, big is to
bigger as tall is to what?.” In our experience, the GloVe algorithm tends to perform better than word2vec on semantic
analogies whereas word2vec tends to perform better on syntactic analogies. Both of these embedding techniques have
problems with homonyms. When a word has two different meanings it will still get mapped to a single word vector.
We are investigating a technique for modifying GloVe to handle homonyms.

For sentence level embeddings, there is no standard metric for measuring their performance. The Bleu score is used
for comparing sentences from automated machine translation. For example, a machine will translate a sentence from
Russian to English. The translated sentence will then be compared against a set of human translated sentences by
essentially counting the number of words that the automated translation has in common with the human generated
set. The Bleu score is slightly more complex than this, but that is the basic idea. We could do something similar for
ROPE. However, the formula for the Bleu score does not take into account synonyms. Synonyms are one the major
advantages of ROPE. In ROPE space, the sentences “The puppy ran.” and “The dog trotted.” are fairly close, yet the
Bleu score for these two sentences would be zero if we were to remove stop words. We are searching for datasets
that have sentences grouped or labeled by semantic meaning. The language translation datasets with multiple outputs
sentences may be a good candidate for testing ROPE’s performance in this regard.

10 ROPE Challenges

There are problems with ROPE that involve extraneous words, sentence length and negation. For extraneous words,
ROPE uses projection matrices to map each word in the sentence. This allows for encoding the position of each word
along with its word vector and enables order-preserving sentence recovery. However, the downside of this is that
often these“filler” words push other sentence words into different projected spaces than they would otherwise be. This
causes the sentence embedding to be very different than what it would be without filler words. One solution to this,
is to remove the projection matrices from the ROPE algorithm. The cost of doing this is that ROPE will no longer be
order-preserving. However, ROPE will be more robust against extraneous words.

We have also found that ROPE performs poorly on long sentences and does not handle negation well. Often, long
sentences will discuss multiple concepts. The ROPE embedding is mapping these multiple concepts into one vector.
It may not be possible to capture multiple concepts with single vector. There is research in which sentences are first
converted to tree structures such as constituent trees and then processing is done on the sentence and its constituent tree
[18]. The constituency tree structure allows for complex sentences to be broken down into more manageable pieces
and negation can be modeled in the tree structure. Figure 6 below, gives a the constituency tree for this long sentence
containing negation, “They were not actively developing nuclear weapons, but they contemplated it.”

Figure 6: Constituency tree for a moderately complex sentence with negation.
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11 Future Work

Above, we discussed applications of word embeddings for search and retrieval. However, word embeddings coupled
with recurrent neural networks and memory networks [19] are providing state-of-the-art results in a wide range of NLP
tasks. Currently, our research program is incorporating these algorithms for sentiment analysis, machine translation,
search and retrieval. I will briefly outline our approach for each task.

For sentiment analysis, we are ingesting large datasets of labeled data for training purposes. This includes the IMDB
Movie Review and the Stanford Treebank datasets. We are constructing recurrent neural networks that use LSTM
and GRU modules for recurrency and an embedding layer to learn word vectors. The embedding layer for neural
networks has been an interesting development for word embeddings. Instead of mapping words to some a priori word
embedding, the embedding can be learned for the task at hand. This works by back-propagating the error to the word
vectors themselves and making updates there.

An unrolled, two-recurrent, LSTM network as described above can be visualized in Figure 7. A passage of text is
tokenized at the word level and then the sequence of words are input into the network. The network has memory states
(hidden) that change based on the input sequences words. This allows for the network to learn complex rules and
behaviors. In the case of sentiment analysis, the final output is a single number, represented by 1 box. Networks such
as this coupled with parse trees are giving state-of-the-art results for sentiment analysis.

Figure 7: Recurrent network for sentiment analysis

With respect to machine translation, we using recurrent neural networks with sequential output. Figure 8 gives the
architecture of a two-layer, recurrent network that can translate sentences from one language to another. A sentence is
mapped to a sequence of words and then passed through the network. The network outputs a sequence of words in the
second language. The state-of-art machine translation algorithms at Google and Microsoft use architectures similar to
this; however, the also have extra heuristics to boost results. We will have a demo of this by the end of 2016.

With the advent of memory networks, question and answer systems have acquired new capabilities. These networks
can ingest stories and answer questions that require transitive reasoning. Each sentence in the story becomes a memory
or fact. The network learns to chain relevant memories to answer the question. The input sentences can take story
form, in which time plays a role, e.g. “John went to the kitchen. John picked up an apple. John walk to the bedroom.
Where is the apple?”, or not. Researchers are investigating memory networks to enable searches that return the answer

9



Figure 8: Recurrent network for machine translation

instead of a list of links. We are investigating using memory networks in combination with key-word search. A user
will ask a question. The question will be parsed and a key-word search will be performed. The returned documents
can be ingested into a memory network and reasoning can begin.
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